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A Posteriori Error Estimation via Nonlinear Error Transport

J. W. Banks, J. A. F. Hittinger, J. M. Connors, C. S. Woodward

ABSTRACT. Error estimation for time dependent hyperbolic problems is chal-
lenging for theoretical and practical reasons. In these systems, error can prop-
agate long distances and produce effects far from the point of generation. In
addition, nonlinear interactions of error, as well as discretization nonlinearities
can play important roles and must be addressed. In this work, we investigate
the use of error transport equations for a posteriori error estimation. We
discuss the inclusion of nonlinearities in the error equations, which are partic-
ularly important for situations where local errors become large, such as near
shocks.

1. Introduction

Error estimation for numerical approximations to partial differential equations
is an important topic of research within the scientific computing community. Es-
timates of error can be useful for many things, including adaptive gridding, model
refinement, resource allocation decisions, and uncertainty quantification. For time
dependent hyperbolic problems, errors can be generated locally and propagate long
distances. For such systems, error transport has been developed as an effective
way to incorporate the effect of error propagation [14, 10, 7]. In recent work [4],
nonlinear error propagation was shown to be an important extension to the more
traditional linear transport. Indeed, incorporating the effect of nonlinear error in-
teractions was found to be critical to developing an accurate estimate of the error
for some cases. In the current work, we extend the ideas of nonlinear error transport
presented in [4] and include results for the shallow water equations in two space
dimensions.

The remainder of this paper is organized as follows. In Section 2, we present the
basic concepts of nonlinear error transport. Section 3 presents the shallow water
equations in 2D. The error equations for the shallow water example are introduced
in Section 4, and their discretization is described in Section 5. Section 6 shows
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numerical results, including a verification study and results for a problem whose
solution transitions from smooth to discontinuous. Conclusions are presented in 7.

2. Nonlinear Error Transport

The basic idea of error transport is to formulate an auxiliary PDE describing
the evolution of the error. Numerical approximations to the original PDEs and
error equations are then advanced in tandem. Traditionally the error equations
have been linearized [14, 10, 7], but more recent work [4] investigated the use of
the full nonlinear error equations.

To introduce the method, consider an evolution equation for u(x,t) of the form
(2.1) Ou+ F(u) =0,

where F(u) is some differential operator on w with initial conditions u(z,t = 0) =
g(z) for x € R. Assuming u(x,t) is an approximation to the true solution, the
error is defined to be

(2.2) e(z,t) = u(x,t) — a(x, t).
The error equations are found by substituting (2.2) into (2.1) to yield
(2.3) Oe+ Fle+a) — F(u) = — (Qyu + F(u)) .

Here F(u) has been subtracted from both sides to show that in the linear case the
error and primal solutions evolve by the same differential operator.

In linear error transport, Equation (2.3) is expanded in a Taylor series for small
e, and terms that are nonlinear in e are discarded. This approach is valid when e
is small. However, for many cases of practical interest, such as when weak solutions
containing discontinuities are sought, the local error in a vicinity of the jump may
be as large as the solution itself. For these cases, the expansion breaks down, and
the resulting linear error equations are not an accurate description of the true error.
Nonlinear error transport [4] was developed to address these concerns and uses the
full nonlinear error equations (2.3).

2.1. A simple example. In order to discuss the potential importance of error
nonlinearity consider the inviscid 1-D Burgers’ equation,

1
(2.4) O+ 0y <2u2> =0, zeR, t>0.
The error equation is
15 _ 1,
(2.5) Ore + 0, 3¢ + e | = =0 — Oy S )

We approach discretization using a method-of-lines formulation and the standard
4-stage RK-4 time integrator [1]. Note that single step schemes are also possible
using a space-time, or modified equation, time-stepper (refer to [4] for details). Let
u; = u(z;,t) and e; ~ e(x;,t) = u(x;,t) — u; . Furthermore, let Doy, Dy, and D_
represent the usual centered, forward, and backward difference operators defined
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FIGURE 1. Convergence of the approximate error using linear error trans-
port (left), and approximate error using nonlinear error transport (right).
Results are presented at ¢ = 0.5 for Burgers’ equation with initial data
u(z,t =0) = —sin(7zx) .

by
2AxDo(u;) = (Wig1 — Ui—1),
AzDy(u;) = (uiv1 — wi),
AzxD_ (uz)

(ui — Uifl).

Discretization of (2.4) and (2.5) can be accomplished using the conservative
formulation

(2.6) Opu; = —Dy (;(Ui1/2)2) ,

and

(2.7) Oie; = —Dy (;(€i1/2)2 + ﬂi1/2€¢1/2) - Ri,
where

Ri= D, (;(ui_1/2)2> — Dy (1 - Afmp) <;(ui)2> .

The quantities wu;_1/, and e;_;/p are given by the solution to local Riemann
problems at cell faces, and 4;_y/, = %(ui_l + u;) is a second-order accurate ap-
proximation to u at the cell face.

We perform a convergence test for the problem w(z,t = 0) = —sin(z) using
both linear and nonlinear transport. Note that linear transport can be achieved
by simply omitting terms in (2.5) that are nonlinear in e. Figure 1 shows these
results at ¢ = 0.5 after the formation of a shock in the exact solution. This figure
shows the importance of error nonlinearity in that nonlinear transport converges
as expected, while linear transport fails to converge in the L; norm and diverges
in the max-norm.

3. Shallow Water Equations

An interesting example of nonlinear systems in two space dimension are the
shallow water equations. This system sits at the core of climate codes, and esti-
mating the error in simulation results can be important in climate studies. The
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basic equations can be written as

(3.1) Bpu + 9, £ (1) + 9, g(u) = 0,
where
7 nu no
u=, | nu |, fu)=| g +n® |, glu) = nuv
n nuv s9m* 4 n?

Here n represents the height of the water surface above a given bathymetry (flat
in this case), (u,v) represents the velocity, and ¢ is a given constant acceleration
due to gravity. The eigenstructure of the flux Jacobian is

u+tc 1
of 1 0 1 u—c 0 0 + >~ 0
a0 u—c 0 u+c 0 U 0 —v o 1],
u v 1 v 0 0 u+c — e i 0

where ¢ = /gn. A similar result is found for the y-direction. Therefore the
equations are hyperbolic when gn > 0. In addition, the system is seen to support
a linear wave traveling at the local velocity and nonlinear “acoustic” waves traveling
at the local velocity plus/minus ¢. More details on the equations and characteristic
analysis can be found in [13], for example.

4. Error Equations for Shallow Water

In order to derive the error equations for the shallow water equations, we make
the familiar ansatz that u = u+ e. Here e is a vector of errors in the conserved
variables. Substitution into (3.1) yields the error equation
(4.1) ore + 0,F (e, 1) + 0,G(e, 1) = —9yu — 0,f(a) — Jyg(1a)

(4.2) F(e,u) =f(e+ 1) — f(q),

G(e,u) = g(e+u) —g(u).
Equation (4.1) is a forced nonlinear evolution equation describing the evolution of
the error in relation to the given approximation u.

5. Discretization

Discretization of the governing and error equations is accomplished using con-
servative finite differences in space, and the standard four-stage RK-4 time integra-
tion. Succinctly the semi-discrete form is

(5.1) Oy 5 = =Dy f(u;_q9;) — Diyg(u;;—1/2),

(52) 6tei,j = _D+yF(ei71/2,j7 ﬁifl/Q,j) - D+yG(ei,j71/27 ﬁi,j71/2) - 72,;‘7
where Dy, and D,, are the divided differences in the x- and y-coordinate
directions, respectively, @;_;/2; = % (wiz1,; +uij), 12 = % (i j—1 +uij),
and 7;; is an approximation to the residual derived in a similar manner as in
Section 2:

Ax?
(53) 7;’3 :D+yf(ul,1/2]) — DOy (1 — 6D+yDy) f(u”)—i—

Ay2
D yg(u;—1/2) — Doy [ 1 — TD“’DW g(u; ).
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The values at the half points are determined through the solution of local
Riemann problems. For example, consider u;_1/3; and e€;_y/3; (all others are
similarly derived). The left and right states for the primal Riemann problem are
denoted uy = uw;—14; and ur = u;_ ;, respectively, while for the error equation
the are e, = e;_14; and egr = e;_ ;, respectively. These states are defined using

1
(54) Ui+ = U5 + §Ri7in7jw (RZ];A$D+Ui7j7 R;lexD,ui,j) 5

1
(55) €i+ j =€ + iRi)in,j’(/) (RZ;AJZD.,.GZ‘J‘,Ri_’lel‘D_eiJ) s

where the function 1 can be used to vary the algorithm between first-order, second-
order, and a nonlinear TVD method through the choice of ¥ :

wl (a/, b) = Oa
Yala,b) = 3 (a,0),

Yy (a,b) = minmod (a, b) .

See [2] for additional details of this approach. Note that Ri’in’jR;jl = 2 (u;;)
depend only on u;; and not on the error. This choice is made because the eigen-
values are real only when 7 is positive. In practice it is often the case that the
discrete solution u adheres to these bounds, but this may not be the case for u+e.

Our approximate solutions to local Riemann problems make use of a Roe av-
eraged linearization [11, 12]. The Roe averaged state, u, , is given by

1
n*zi(uL—"uR)a

_WUL+WUR
* = \/777L+\/7773 )
_\/niLUL-i-\/T]iRUR
T Vit Vie

Define characteristic quantities wy, = Ry'uy, wr = R;'ugr, qr = R 'er, and
ar = R;'er where R,AR;T = ‘g—i(u*). The solution to the primal Riemann

problem is given by

5 o [ a0
' wb) if AER <,

where the superscripts k are used to denote component number. The solution to
the error Riemann problem is given by

(5.7) g -4 a i AL >,
dW it AP <.

The final update is then completely prescribed by assigning u;_;,2; = R.w and
€_1/0; = R.q.

6. Results

To demonstrate the validity of our approach to error estimation, we now present
results from a number of numerical experiments. We begin with a verification study
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FIGURE 2. Verification using MMS. Results are shown using the first-order,
and second-order schemes. The error in the primal approximation converges
at the expected rate, and the error in the error estimate doubles that.

using the method of manufactured solutions (MMS) and then proceed to a some-
what more physically relevant test case that evolves from smooth to discontinuous
as a result of nonlinearities in the operator.

6.1. Verification. In order to verify the overall implementation, we use the
MMS, sometimes called twlilight zone [6, 8], whereby a known smooth solution
is assumed as the exact answer. The source term necessary to yield this solution
is easily derived and added the the governing equations. We make the following
choice

1 1
n=1+ m cos(z) sin (y - 2) sin(t),

1
u = 2cos (m - 2) sin(y) sin(2t),

1 1
v = COS (x — 4) sin (y - 4) sin(3t),

where the offset in 7 is chosen to bound 7 away from zero so that the govern-
ing equations remain well-posed. The periodic simulation domain is chosen to be
(x,y) € (—m,7) x (—m, ), and the exact solution is imposed as an initial condition.
As is typical in the literature, limiting is not used for MMS verification tests because
nonlinearities in the method produce locally reduced rates that can be difficult to
interpret [5, 3]. Convergence results using the first- and second-order schemes and
the L., norm are presented in Figure 2. The primal approximations from the first-
and second- order schemes are seen to converge at O(h) and O(h?) respectively,
while the error estimates are seen to converge at O(h?) and O(h*) respectively.
This is the expected behavior as shown in [4] using Taylor series analysis.

6.2. Gaussian hump. Consider now the unforced shallow water equations
with zero initial velocity and a Gaussian hump for vertical displacement,

1 25 1
0)=— — == (2? 2 — .
n(@,y,0) = 15 (exp( g (@ +y )) + 10)
Due to nonlinearities in the governing equations, the solution to this problem de-

velops a discontinuity at finite time. We do not know the exact solution to this
problem and instead choose to use Richardson extrapolation to indicate the efficacy
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of our error estimation procedure. As described in [3, 9], Richardson extrapola-
tion can be used to estimate the error in a numerical approximation given three
resolutions. This estimated error can then be compared against the error esti-
mate produced using evolution. Figure 3 shows such a comparison on a domain
(x,y) € (=m,7) X (—m, 7). Results from nonlinear error transport are shown using
200 points in each direction, and this is also the base resolution for the Richardson
estimate. The subsequent two resolutions for Richardson use 400 and 800 points,
respectively. We show only results for the nonlinear high-resolution scheme. For
many applications, such a scheme is the most practical. In addition, the inher-
ent nonsmooth nature of the errors in such a scheme leads to interesting results
for error estimators. For early times, the solution to this test problem is smooth,
and Figure 3 shows good agreement between the two techniques despite the diffi-
culties imposed by discontinuous limiting. At later times, the solution develops a
discontinuity, but the nonlinear error transport approach is shown to estimate the
magnitude and location of the error near the shock.

4 T 4 _4 °©R 4 —a —4
—5 x 10 5x 10 —5 x 10 5 x 10 —2 x 10 er —erp 2Xx10
| | | | | | | | | | I

! ! ! |
-25x 1074 2.5 x107% —2.5x 1074 2.5 x107% —2.5x 1074 2.5 x 1074
T €R €T — €R

FIGURE 3. Comparison of error estimates for 7 before shock formation at
t = 2 (top), and after shock formation at ¢ = 10 (bottom). Shown are
results for nonlinear error transport (left), Richardson extrapolation (center),
and their difference (right).

7. Conclusions

We have discussed the use of nonlinear error transport as an error estimation
technique. The need to include nonlinear error interactions was motivated by the
Burgers’ equation in 1D. Extension to the 2D shallow water equations was then
discussed. The approach was verified using MMS for a smooth problem. In addition,
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we presented results for a more challenging test problem with no known solution.
Here the exact solution transitioned from smooth to discontinuous, and the scheme
was shown to still provide useful error estimates.
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